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EP2-PLUS (Extensible Parallel Plasma PLUme Simulator) 
main simulation capabilities are: 
Á 3D NEAR REGION PLUME PHYSICS: beamlets 

coalescence, near region fields and collisions etc. 

Á 3D PLUME INTERACTION WITH OBJECTS: target 
debris, solar panels, spacecraft sensors etc. 

Á 3D EFFECTS OF OBLIQUE MAGNETIC FIELDS 

Á UNLIMITED NUMBER OF HEAVY SPECIES (ion and 
neutrals) with DSMC-MCC COLLISIONS 

Á COLD BEAM PIC MESH: conically expanded mesh 
that follows the beam expansion, under zero 
electron pressure, as described in [1] Ą reduced 
numerical noise downstream, lower resolution 

Á Different types of electron fluid solvers: 

Á Fittings for the electron thermodynamics 
from dedicated kinetic studies, like that in [2] 

Á Polytropic electrons: 
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Á Electron continuity and momentum eqs. 

NOMADS (NOn-structured Magnetically Aligned Discharge Simulator) main features: 

Á 2D HYBRID PIC CODE for plasma chambers and near region plume simulation 

Á Versatile plasma discharge simulation for low density, lowly collisional plasmas 
with strong magnetization of the electron population 

Á Built for MULTI-THRUSTER SIMULATION: Hall-Effect thrusters, Helicon & ECR 
thrusters, Applied-Field MPDs, etc.  

Á Preliminary design and performance results may be obtained 

Á Electron sub-code integrates a reduced version of the 16 MOMENT-
APPROXIMATION for a 2D BI-MAXWELLIAN VDF 

Á Structured PIC mesh and unstructured electron fluid mesh  

Magnetic Field Aligned Mesh  

Codes synergies and Common Features  

NOMADS makes use of a 
magnetic aligned mesh for 
the solution of the electron 
fluid equations: 

 

Á NOMADS magnetic 
mesh work fully 
described in [5] 

Á Axisymmetric mesh 
aligned with preferential 
directions defined by 
the magnetic field 

Á Use of MFAM limits 
numerical diffusion in 
anisotropic 
(magnetized) plasma 

Á Mesh is unstructured: it 
then requires ad hoc 
treatment of spatial 
gradients 

Hybrid PIC -Fluid Codes  

Symmetric  target position  Asymmetric  target position  3D views  of  the  pic  surface  
elements  

Á MODERATELY COMPLEX STRUCTURED PIC 
MESHES adapted to the problem at hand, 
with a PIC SURFACE ELEMENT IDs matrix:  

Á Higher accuracy and speed than non-
structured meshes 

Á ARBITRARY INJECTION PROFILES for both 
ion and neutral species 

Hall Effect  thruster  mesh  

Particle  loss  algorithm  

Arbitrary  Injection  Profiles  
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Á Hybrid PIC-Fluid  codes with a COMMON ARCHITECTURE: 

Á Heavy species (ions, neutrals) treated as particles  

Á Electrons treated as a fluid 

Á Parallelization foreseen with  

Á Scalable, highly-modular codes 

Á Industry-level standards: HDF5 format inp/out files 

Á Strict development and validation standards: 

Á Test Driven Design (TDD): development = validation 

Á Sound documentation and version control 

Á Plasma physics CORE module in Fortran 

Á PRE and POST modules in Python/MATLAB 

Á 2D and 3D codes work together to solve complex 
problems: 2D code �‰�Œ�}���µ�����•���^�]�v�‰�µ�š�•�_��for 3D code 
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Electron fluid loop  
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Full set of  fluid equations  

EP2PLUS development is being financed by the LEOSWEEP project [3], whose major goal is to study the feasibility of an ION 
BEAM SHEPHERD mission, for space debris removal ([3] and [4]). By generating an appropriate structured PIC mesh with its 
corresponding PIC surface element IDs matrix, EP2PLUS enables the study of: 

Á Plume divergence characterization, including the effect of collisions 

Á 3D plume flows around a target debris and ion back-flow towards the S/C surfaces (especially due to charge-exchange)  

Á Net forces and torques acting on the target debris object 

Plume  density  along  the  centerline  Plume  density  along  the  radius   
Computational  Time Piecharts  

EP2-PLUS NOMADS EP2PLUS and NOMADS have been validated by 
comparing their solutions with the exact fluid solution 
of the COLLISIONLESS PLUME, analyzed in [1]. The 
exact normalized solution of a collision-less plume 
expanding into a vacuum depends on the initial 
density-velocity profiles and on 3 parameters: 

Á Electron polytropic exponent ‎ 

Á Initial Mach number 

Á Initial divergence angle ‌ of the 95% ion 
current streamline 

Cold -beam  PIC mesh  

Cold -beam   vs Cartesian  mesh  

Solutions for various divergence angles ‌ and Mach numbers ὓ , with  ‎= 1.05. Solid lines shown the SSM solution, circles 
show the EP2PLUS solution with 50 injected particles per cell and a cold beam mesh, while stars represent the NOMADS 

solution with 2000 injected particles per cell and a Cartesian mesh. Using a Cartesian mesh (NOMADS) yields noisier results 
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The Parks-Katz Self Similar Solution (SSM) generated 
with the EASYPLUME code, is hereby considered as 
the benchmark solution, because of its negligible 
error with respect to the exact solution [1]. 

Both codes show GOOD AGREEMENT with the SSM 

Statistics refer to collisionless plume simulations with 
polytropic electrons, for an INTEL CORE i7 processor 
@2.39 GHz. Particle-wise algorithms (in red) include: 

Á Fields interpolation to particles positions 

Á tŀǊǘƛŎƭŜ ƳƻǾŜǊ όƛƴǘŜƎǊŀǘƛƻƴ ƻŦ bŜǿǘƻƴΩǎ eqs.) 

Á Particle sorting (assignment to a PIC mesh cell) 

Á Particle loss (surfaces crossing check) 
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Results for 50 particles per cell and 1 
cm wide cells (along ὼ and ώ) at ᾀ=0  
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EP2PLUS-NOMADS coupling 

Collisions will add a significant fraction of comp. time  
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